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IDEFIX 

An exascale-ready code for (magneto-) hydrodynamics

The number of accelerated clusters is rising

Figure 5: Systems Using GPU Accelerators on the TOP500

program, but the money was not spent on a single platform, rather it funded several systems over multiple
years, beginning with the ASCI Red terascale cluster at Sandia National Laboratory [34]. Other significant
di↵erences between the Japanese and U.S. systems include the following:

• The ES was developed for basic research and access was shared internationally, whereas the ASC
program was driven by national defense and its systems have been used only for domestic missions.

• A large part of the ES investment supported NEC’s development of its SX-6 technology. In contrast,
the ASC program has made only modest investments in industrial R&D.

• The ES used custom vector processors, whereas ASC systems largely used commodity microprocessors.

• The ES software technology primarily came from abroad, although it was often modified and enhanced
in Japan. For example, many ES codes were developed using a Japanese-enhanced version of High
Performance Fortran [35]. Virtually all software used in the ASC program has been produced in the
United States.

Most recently, Fujitsu’s development of the Fugaku supercomputer, based on custom processors with ARM
cores and vector instructions [36], has followed in this Japanese tradition.

Although Europe has launched several advanced computing projects, it remains largely dependent on
U.S. vendors for advanced computing technology. Collectively, the European Union countries hosted 48 of
the TOP500 systems as of November 2021; this amounts to 9.6% percent of the TOP500 listed systems and
8.6% percent of the Top500’s total computing capability. However, it is not clear that one should treat the
European Union as a single entity.

Perhaps the major exception to dependence on U.S. technologies has been China. China’s high perfor-
mance computing centers have developed their specialized processors and interconnect hardware due to U.S.
export controls. As a result, the export controls have only strengthened China’s determination to invent its
own technology [37].

In the United States, the Exascale Computing Initiative (ECI) was launched in 2016 by the Department
of Energy’s (DOE) O�ce of Science and the National Nuclear Security Administration, as a research, de-
velopment, and deployment project focused on the delivery of mission-critical applications, an integrated
software stack, and exascale hardware technology advances. The Exascale Computing Project [38] (ECP),
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Idefix is a Kokkos1-based code solving the (M)HD equations in arbitrary geometry written in C++17. Idefix 
can run both on the latest accelerated supercomputer using GPUs and on your laptop, with no hassle.

The facts The magic
- Replace C arrays by IdefixArray

- Replace for loops by idefix_for


That’s it* ! 


* In a few cases, extra steps are required such as when performing reduction operations


Performance & energy efficiency
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>80% parallel efficiency on up to 131 000 CPU cores and up to 2048 AMD Mi250 GPUs.  
Speedup: a single Nvidia V100~120 Intel CSL cores.  
Performances comparable to Pluto 4.33 on CPUs
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Tests & Applications

Planet-disk-MHD wind interaction   
[G. Wafflard-Fernandez]

Orbital advection with embedded planets 
(comparison with Fargo3D4)

NiMHD core collapse simations 

[J. Mauxion]

Try
 it!
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MHDiscs
Revealing the dynamics of planet-forming discs

GWF & GL: Planet-disk-wind interaction: the magnetized fate of protoplanets

Fig. 5: Meridional flows around the planet for the run 3Mj-�4, averaged in azimuth and over the last 100 orbits. The background
color represents the logarithm of the poloidal mass flux. The white streamlines and the LIC correspond to the radial and vertical
components of the poloidal mass flux. Dashed black arrows, solid black arrows and dotted black and white arrows show respectively
the planet-driven flows, the upper-layer accretion flows and the wind-driven flows.

ang (2016). Using this metrics, we notice that the gap reaches
its minimum density faster when the magnetization is higher, re-
spectively after 200, 90 and 50 planet orbits for 3Mj-↵0, 3Mj-�4
and 3Mj-�3. This suggests that the accretion tends to counterbal-
ance the depletion of material by the planet, and is all the more
e↵ective as the magnetization is large. Said di↵erently, the gap
reaches more easily a steady state when �0 decreases, indicating
the presence of a stronger torque that balances the planet-related
torque.

Finally, we observe a strong time-variability in the gap den-
sity in magnetized models, with a larger amplitude when the
magnetization increases, which would imply that the accretion
varies in time, with stronger episodes as the magnetization in-
creases (see snapshots in Figure A.1 of Appendix A that illus-
trate such temporal variability).

3.2. Case study: high planet mass and high magnetization
runs

3.2.1. Meridional flows: accretion layers and sonic streamers

We discuss here the behavior of the flow in the vicinity of a
planet in a fixed circular orbit. In the next paragraphs, we fo-
cus on the mass flux instead of the velocity, as mass flux brings
a more precise view of the gas bulk motion. In Figure 5, we
show in background color the magnitude of the poloidal mass
flux h⇢vpi�,t in log scale, averaged azimuthally and temporally
over the last 100 orbits for the run 3Mj-�4. The texture in LIC
(line integral convolution) and the white arrows indicate the di-

rection of the radial (h⇢vRi�,t) and vertical (h⇢vzi�,t) components
of this mass flux. Following the nomenclature in Fung & Chi-
ang (2016), the black arrows help to schematically classify the
di↵erent flows in the (R-z) plane in three categories:

– Planet-driven flows (dashed black arrows) are probably
linked to the planet’s repulsive Lindblad torques.

– Upper layer accretion flows (solid black arrows) are driven
by the accretion of material from the superficial layers of the
outer disk to the planet poles and from the inner gap to the
superficial layers of the inner disk.

– Wind-driven flows (dotted black and white arrows) act to
carry material away from the lower altitudes of the disk.

These flows eventually collide, driving the merged flow upwards
and resulting in a large-scale meridional circulation in the outer
disk (as in Fung & Chiang 2016). We also observe a small-scale
localized meridional circulation close to the planet, with bigger
loops in the inner gap when R 2 [0.9, 1] and |z| 2 [0.0, 0.1] than
in the outer gap when R 2 [1, 1.1] and |z| 2 [0.0, 0.02]. This
asymmetry is due to the two accretion layers in R 2 [1.0, 1.3] and
|z| < 0.1. On the one hand they carry material from the outer disk
onto the poles of the planet, and on the other hand they pinch and
confine the localized outer meridional circulation even closer to
the planet by counteracting the planet-driven flows. If we in-
crease the magnetization, the mass flux is globally increased in
the accretion layers compared to the case �0 = 104. This be-
havior is the result of an enhancedMsurf component (magnetic
torque at the disk’s surface) and to a lesser extent to an enhanced
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